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Overview

® |imitation of instruction tuning
® Reinforcement learning from human pretferences

® Other feedback

® Open guestions

Credit to: Nathan Lambert at Hugging Face https://huggingface.co/blog/rIhf#turther-reading
https://web.stanford.edu/class/cs224n/slides/cs224n-2023-lecture11-prompting-rlhf.pdf



https://huggingface.co/blog/rlhf#further-reading
https://web.stanford.edu/class/cs224n/slides/cs224n-2023-lecture11-prompting-rlhf.pdf

Instruction Finetuning

Collect examples of (instruction, output) pairs across many tasks and finetune an LM

Please answer the following question.

What is the boiling point of Nitrogen?

<

/;he cafeteria had 23 apples \‘
originally. They used 20 to
make lunch. So they had 23 -
20 = 3. They bought 6 more

apples, so they have 3 + 6 = 9.

Answer the following question by
reasoning step-by-step.

The cafeteria had 23 apples. If they \ |
used 20 for lunch and bought 6 more, \'
how many apples do they have? | La nguage

model

Geoffrey Hinton is a British-Canadian
computer scientist born in 1947. George
Washington died in 1799. Thus, they
could not have had a conversation
together. So the answer is “no”.

Q: Can Geoffrey Hinton have a
conversation with George Washington?

Give the rationale before answering.




Limitations of Instruction Finetuning

One limitation of instruction finetuning is obvious: it's expensive to collect
ground-truth data for tasks

But there are other, subtler limitations too. Can you think of any?

Problem 1: tasks like open-ended creative generation have no right answer.

Problem 2: [anguage modeling penalizes all token-level mistakes equally, but
some errors are worse than others. Even with instruction finetuning, there a
mismatch between the LM objective and the objective of “satisfy human
oreferences”!



Review: Reinforcement Learning Basics

Some notation:

Agent
S4 §.. State
r,. reward
Tt !
a,.action

a, ~ my(s,): policy



Why reinforcement learning from human feedback

How do you create /code a loss function for:

» Whatis safe?

»  Whatis ethical?

> What is socially acceptable?



History: RLHF for decision making
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information processing systems 30 (2017).



Early OpenAl Experiments with RLHF

Human preference versus reference summaries
100%

80%

Human feedback
60% , 

Reference summaries

40% — -+ Supervised
— ——

/ Pre-trained
20% /
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Model Size

The performance of various training
procedures for different model sizes. Model
performance is measured by how often
summaries from that model are preterred to
the human-written reference summaries.

Stiennon, Nisan, et al. "Learning to summarize with human feedback." Advances in Neural Information Processing Systems 33 (2020): 3008-3021.
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Post from
Reddit
(r/AskReddit)

To pursue a Computer Sc. PhD or continue working? Especially if one has no real
intention to work in academia even after grad school ...

Rather self-explanatory post, but just to elaborate a little further...

Has anyone, after working for a period of time, decided for whatever reasons to head

back into academia to pursut
world of academia but intenc
reasons. Also, how did it turn
out?

The reason I'm asking for ad
know how fortunateI amtot
foreign country and working i
one's working visa because I

It's just a little frustrating be«
have been sitting on a visa th
to apply for a visa with evenr

I'm thus considering boostin
from being in such a situatior
actually pays almost as mucl
direct currency conversion), k
opposed to studying, there m

Obviously, plunging into a Ph

disapproval. I am, of course, .~ __

Human-
written reference
summary

Human feedback 6B model

Supervised 6B model

Pre-trained 6B model

= L I T

Software Engineer with a job I'm happy at (for now), deciding whether to pursue a
PhD to improve qualifications and explore interests and a new challenge.

Currently employed, considering pursuing PhD in Computer Science to avoid
being stuck with no residency visa ever again. Has anyone pursued a PhD
purely for the sake of research, with no intention of joining the academic
world?

Have no intention to work in the industry after grad school, but want to
pursue a PhD. What are the reasons? How did it turn out?

I'm considering pursuing a PhD in Computer Science, but I'm worried about
the future. I'm currently employed full-time, but I'm worried about the
future.

i e T T T T

opportunity to have time for myself. I have had research experience (published a
paper, presented at conferences) so I'm aware of the challenges research presents.



1. Collect human feedback

A Reddit post is
sampled from the
Reddit TL;DR
dataset.

Various policies are
used to sample N
summaries.

Two summaries are
selected for
evaluation.

A human judges
which is a better
summary of the
post.

1]

¢

“j is better than k"

2. Train reward model

The post and
summaries judged
by the human are
fed to the reward
model.

The reward model
calculates a reward
r for each summary.

The loss is
calculated based on
the rewards and
human label.

The loss is used to
update the reward
model.

loss = log(a(r,—r.))

|

“j is better than k"
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3. Train policy with PPO

A new postis
sampled from the
dataset.

The policy 1t
generates a
summary for the
post,

The reward model
calculates a reward
for the summary.

The reward is used
to update the policy
via PPO.




Prompt:

To pursue a Computer Sc.
PhD or continue working?
Especially if one has no real
intention to work in academia
even after grad school ...

4 Vanilla LM:

’'m considering pursuing a PhD in
Computer Science, but I'm worried
about the future. I'm currently
employed full-time, but I'm worried
about the future.

_|_

Z. Human Annotation:

Software Engineer with a job I'm
happy at (for now), deciding whether
to pursue a PhD to improve
qualifications and explore interests
and a new challenge.
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& RLHF Model:

Currently employed,
considering pursuing PhD in
Computer Science to avoid
being stuck with no residency
visa ever again. Has anyone
oursued a PhD purely for the
sake of research, with no
intention of joining the
academic world?




Recent History: ChatGPT

(rumor) about 10x spend on human annotation budget
(rumor) moditication of RLHF training

Huge impact!
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Modern RLHF Overview

1. Language model pretraining 2. Reward model training 3. Fine-tuning with RL

. Prompts Dataset Prompts Dataset
Train Language Model
( \
Prompts & Text Dataset Reward (Preference)
Model
Initial Language Model
Y x: A dogis... N\
N/ o
/ ‘g'?.'\ . 2 N\ 7 TunedLanguage )
&l )\‘& Train on _ Initial Language Model Model (RL Policy)
4‘ {sample, reward} pairs
\ Reinforcement Learning
Update (e.g. PPO)
Sample many prompts , i (e.g
A

| > 0« 0+ VgJ(6)
| Outputs are ranked N
! (relative, ELO, etc.)
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L R (S, .: Initial Language Model s;r:r:!fscuojseig y: a furry mammal y: man’s best friend >
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Human Augmented \ ) luctus pulvinar, her \' o . > +
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1. Language model pertaining

Prompts & Text Dataset

Train Language Model

Initial Language Model

/ :%'%‘
A4S
57 N W
Qmﬁ

&7/
\WV,
%77
N
X

g EEgEENEN
B N B N NN
B D BN eE

Human Augmented
Text (Optional)

Common training techniques in NLP:
Unsupervised sequence prediction
Data scrapped from the web

No single answer on “best” model
size (examples in industry range

10B-280B parameters)
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1. Language model pertaining

Prompts & Text Dataset

Train Language Model

Initial Language Model

00
W/
JO%e

VAN
7-,‘:’7"\ O >
X0 A
Koo

g EEgEENEN
B N B N NN
B D BN eE

Human Augmented
Text (Optional)
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Dataset:
Reddit, other forums, news, books

Optionally include human-written
text from predetfined prompts



1. Language model pertaining

Train Language Model

' Initial Language Model | Optional Step:

Prompts & Text Dataset

Pay humans to write responses ($$$),
often viewed as high-quality
initialization for RLHF

Supervised fine-tuning

16



2. Reward model training

Prompts Dataset

Train on

{sample, reward} pairs

Sample many prompts

Initial Language Model Lorem ipsum dolor
sit amet, consectet

Donec quam felis
vulputate eget, arc
Nam guam nunc
eros faucibus tincic

adipiscing elit. Aen|

| luctus pulvinar, hen

Human Scoring

Generated text

AN

text

| Reward (Preference) |
Model

Outputs are ranked
(relative, ELO, etc.)

How to calculate human sentiments
in samples and curated text?

Goal: get a model that maps

Input text —> scalar reward



2. Reward model training

Prompts Dataset

Train on

{sample, reward} pairs

Sample many prompts

Initial Language Model Lorem ipsum dolor
sit amet, consectet

Donec quam felis
vulputate eget, arc
Nam guam nunc

eros faucibus tinciq

adipiscing elit. Aen|

luctus pulvinar, hen

Human Scoring

AN

Generated text

[ Reward (Preference) |
Model

text

Outputs are ranked
(relative, ELO, etc.)
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Why not human-in-the-loop?

Human-in-the-loop is expensive!

Solution: instead of directly asking
humans for preferences, model

their preterences as a separate
(NLP) problem



2. Reward model training

Prompts Dataset . .
; i m—— Prompts (input) dataset:
i Prompts for specific use-case

Hpin on
(@ample, reward} pairs

model will be used for

Sample many prompts

e.g., chat questions or prompt-

Py

Outputs are ranked

WV WV WV WV WV VWV V WV : ’ (relative' ELO' etc.) b a S e d d ata

&
Initial Language Model Lorem ggum dolor

sit amg@hconsecte!

7

? L4 Much smaller than original
o :
N

vulput

 eget, arc

Nam gi@m nunc

pretraining

eros f:f" fibus tinci Human Scoring
luctus

0 ) -
| vinar, hern
<\

Genelfited text
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2. Reward model training

Prompts Dataset

Sample many prompts

Reward (Preference)

Hpin on
(@ample, reward} pairs

& Outputs are ranked

(relative, ELO, etc.)

A
f ]
l‘

s

Lorem {@sum dolor
o

sit amg@hconsecte!

adipisciig elit. Aen| 74

Doneciiam felis -

vulputail® eget, arg — ‘ 7
\5

Nam gi@m nunc

eros f. fibus tinciq Human sCoring
luctus Ivinar, her

Genelfited text
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Generating data to rank:

Often can use multiple models
to create diverse ranking,



2. Reward model training
Why ranking?

Human judgments are noisy and miscalibrated!

Solution: instead asking for direct ratings, ask tfor pairwise comparisons,
which can be more reliable [Phelps et al., 2015; Clark et al., 2018]

_]E(SW,SI)~D [log 0(RMy(s™) — RM¢(SI))]

7 X
“winning”  “losing” s" should score

sample sample higher than s*
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2. Reward model training

Make sure the reward model works!

> .
5 0.80
©
S
8 0.75¢
S Large enough RM
- trained on enough
O 0.70¢} .
- data approaching
2 single human perf
© 0.65}
>

0.60

108 | 100 T RO
Model size
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3. Fine tuning with RL: using a reward function

Prompts Dataset

Tuned Language
Model (RL Policy)

Reinforcement Learning
Update (e.g. PPO)

0+ 0+ VoJ(0)

PXO® RLHF  ®®®®
Base Text ®® ®® Tuned Text ®®®®

Reward (Preference)

y: a furry mammal y: man’s best friend

—AkLDkL (mppo (Y|Z) || Thase(y|z))
KL prediction shift penalty




3. Fine tuning with RL: KL penalty

Prompts Dataset

_ Kullback-Leibler (KL) divergence:

WV x: A dog is... Y

Tuned Language
Model (RL Policy)

D (P || Q) distance between

Initial Language Model

Reinforcement " d I St rl b Utl ONnsS
Update (e.g.‘ )
<
0« 04V yJ(0) . . .
Constraints the RL fine-tuning to

N

Base Text 000

®® OO0

y: a furry mammal

RLHF ® 0 ®
Tuned Text ®®®®

not result in a LM that output

gibberish (to fool the reward
model)

y: man’s best friend

—AkL DL (Tppo (¥]%) || Thase(y])) | %
KL prediction shift penalty 4
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3. Fine tuning with RL: Combine rewards

Prompts Dataset

WV x: A dog is... Y

Tuned Language
Initial Language Model Model (RL Policy)

Reinforcement Learning
Update (e.g. PPO)

0 <« 04 VQJ(H)

T

objective (¢) :E(a,,y)NDWgL ["‘9(-’13,?/) — flog (WgL(y | z) /7> (y | 33))]

OXO@® RLHF ® 0 ®

Base Text Reward (Preference)
®D® O® Tuned Text ®® O ®

y: a furry mammal y: man’s best friend

—AkLDkL (TPPo (¥]) || Thase(y|2))
KL prediction shift penalty
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3. Fine tuning with RL: PPO

Prompts Data

| Initial Language Model |

NV X: Adogis...

set

WV

/" Tuned Language )
Model (RL Policy)

RLHF ®®E®
Tuned Text ®® ®®

y: man’s best friend

N

—AkLDkL (7ppo (¥]%) || Thase(y]2))
KL prediction shift penalty

Reinforcement Learning
Update (e.g. PPO)

9(—9+V9J(9)

/N

7

Reward (Preference)

N\

Policy gradient updates policy LM directly

Proximal Policy Optimization (PPO):

Optimized for parallelization
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Modern RLHF Overview

1. Language model pretraining 2. Reward model training 3. Fine-tuning with RL

. Prompts Dataset Prompts Dataset
Train Language Model
( \
Prompts & Text Dataset Reward (Preference)
Model
Initial Language Model
Y x: A dogis... N\
N/ o
/ ‘g'?.'\ . 2 N\ 7 TunedLanguage )
&l )\‘& Train on _ Initial Language Model Model (RL Policy)
4‘ {sample, reward} pairs
\ Reinforcement Learning
Update (e.g. PPO)
Sample many prompts , i (e.g
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| Outputs are ranked N
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: ) { N\ ] . ol / 0® ©® Tuned Text ®®®®
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Modern RLHF Overview

Step 1

Collect demonstration data,
and train a supervised policy.

A promptis
sampled from our
prompt dataset,

A labeler
demonstrates the
desired output
behavior.

This data is used
to fine-tune GPT-3
with supervised
learning.

Explan the moon
landng 10 & 6 year okl

Y

(e}

Z

Some people went
1o the moon...

Step 2

Collect comparison data,
and train a reward model.

A prompt and
several model
outputs are
sampled.

A labeler ranks
the outputs from
best to worst.

This data is used
to train our
reward model.

\

Faphain graviny

Moo h

Explain the moon
landing 1o a 6 yaar old

© o
@ o

s
sevwlite & P e

¥
()
0-0-0-0
;

0-0:0-0

rat Peocke st 22

J

Step 3

Optimize a policy against
the reward model using
reinforcement learning.

A new prompt
is sampled from
the dataset,

The policy
generates
an output,

The reward model
calculates a
reward for

the output.

The reward is
used to update
the policy
using PPO.

<2,

Write & story
about frogs

[Ouyang et al., 2022]



Variations on the methodology

Anthropic
Initial policy helpfulness, honesty, and harmlessness (HHH) context distillation
Preference model pretraining (PMP): Fine-tune LM on dataset of binary rankings
OpenAl - InstructGPT
Humans generated initial LM training text, train RL policy to match this
Most extensive human annotation work
DeepMind - Sparrow / GopherCite
Advantage actor-critic (A2C) instead of PPO, different RL loss
Specific rule set tor alignment (train on rules and preferences)
And more ...

29



Reward model training: feedback interfaces

Outputs are ranked
(relative, ELO, etc.)

Lorem ipsum dolor

sit amet, consectel ‘

adipiscing elit. Aen
Donec quam felis
vulputate eget, arc - |

Nam guam nunc

eros faucibus tincic Human Scoring
luctus pulvinar, her

ZAARNY

Generated text



Reward model training: feedback interfaces

what's the weather today in palo alto

I'm sorry, but | am unable to access current weather information as | am a Iauage model
trained to provide general information and assist with tasks based on a fixed Ldata |
that was current as of 2021. My knowledge and ability to browse the internet are limited | et
the information and resources that were available to me at the time of my training. | can
provide you with general information about weather patterns in Palo Alto, California, or
answer questions about other topics that you may have. Is there something else | can help

you with?
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Playground task @

Talk to the
assistant

Task 10of 5

Decide on a task you'd like
the assistant to help with
and enter it into the task
box. Interact with the Al
assistant. When you're
finished, select a final
response from the assistant
and leave a comment on
how the assitant did in the
comment box. Click to go to
the next task.

Comments

| thought the assistant was ...

7~

Rating
® 06060 e
Bad Good

Next Task

Human
| have to come up with a conversation with an Al assistant for the purposes of showing it off in a demo. What sorts of conversation
topics would you recommend?

Assistant

| think the best topics for conversation are common themes and interests that everyone could have. Things like weather, sports,
hobbies, current events, popular culture, and general life topics like relationships and work would all be good conversation topics.
You could also have more advanced conversations discussing philosophy and morality if you want to demonstrate some higher level
Al capabilities.

Human
| think I'm more interested in an advanced conversation. What's a good starter question if | wanted to discuss something
philosophical, like epistemology or the nature of language?

Assistant

| think an excellent philosophical topic would be epistemology, which is the theory of knowledge, and specifically how we can know
and understand the world around us. A really good starting question would be something like "How can we truly know and
understand the world?", or "What is the nature of knowledge?". If you want to go even deeper, | think philosophy of language would
also be fascinating - questions like "What is meaning?", "How do language and thought relate?", and "How can language mislead and
deceive?" would be great discussion topics.

Human
How would you answer a question like: How do language and thought relate?

Choose the most helpful and honest response

| think a good answer to that would be that language helps us to structure our thoughts and express what we are thinking. Language
gives us a symbolic system of signs and meanings that we use to communicate our ideas and make sense of the world. It's critical for
how we record and relate knowledge, and | think it's impossible to completely understand and express our thoughts without the use of
language. Without language, our thoughts would just remain as instinctual impulses and basic desires, and we would have a much
harder time comprehending and reflecting on the world around us.

| think the key relationship between language and thought is that language allows us to communicate and express our thoughts and
ideas to others. Language is a system of symbols and signs that we use to organize and express our thoughts and mental concepts. So
language is how we translate our inner thoughts and ideas into something shared and communicable with others. Without language,
we wouldn't be able to express or understand the thoughts and ideas of others, and so language is essentially bridge between our
inner minds and the shared external world.

A A B B
Ais better B is better




Reward model training: feedback interfaces

The opportunity for
text feedback!

If you were a storyteller, would you think ChatGPT is good for society?

As a large language model trained by OpenAl, | do not have personal opinions or beliefs. |

am a tool designed to assist with answering QUEStIONS PSSR ESRRSNSREDREENY

range of topics. | do not have the ability to evaluate the impact of ChatGPT or any other

technology on society. My function is to provide accurate and reliable information to the
sk ki
best of my data
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Limitation of RLHF

Human preferences are unreliable!

"Reward hacking” is a common
problem in RL

Chatbots are rewarded to produce
responses that seem authoritative
and helpful, regardless of truth

This can result in making up facts +
hallucinations

TECHNOLOGY

Google shares drop $100 billion after
Its new Al chatbot makes a mistake

February 9, 2023 - 10:15AME]

Bing Al hallucinates the Super Bowl

3 Who won the superbowl?

W Gensoting answers for you

The Super Uowd is the annus’ Amencan foctbal game hal determines the champion of $e Nationa |
Footbal Leogue (N“L) ' . The most recent Super Bow! was Super Bowl LVI, which was held on February
6, 2023 at SoR Sudum n Inglewoed, cunoma T c wnner or thm Q-\mo was the mehh

sl v Vasanan e Mulade moved ©.unne Dovedl tie

Ttie most recent Super Bowl| was Super Bowl LVI,

A o0 Tamng »inn VOV M TR T Hire M andews wWihinn Matoara

Eagles who defeated the Kansas Clty Chiefs by 31-24

Leammene ' onapoduorg I SPOTNgSOwd COM COS 500 COM

AL L) N Kl - -l - il HEINNES E - (L0 [C V- ’ -
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Limitation of RLHF

Human preferences are unreliable!

"Reward hacking” is a common
problem in RL

Chatbots are rewarded to produce
responses that seem authoritative
and helpful, regardless of truth

This can result in making up facts +
hallucinations

Reward model over-optimization

O O O —
I » o =)

Fraction preferred to ref
-

0 2 5 10 25 75 250
KL from supervised baseline

7 (5))

R(s) = RMy(s) — B log (pPT(S)
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Limitation of RLHF

BUSINESS  TECHNOLOGY

Exclusive: OpenAl Used Kenyan Workers on
Less Than $2 Per Hour to Make ChatGPT Less
Toxic

Human preferences are unreliable!
"Reward hacking” is a common
problem in RL
Chatbots are rewarded to produce
responses that seem authoritative
and helpful, regardless of truth

This can result in making up facts +

OpenAl ChatGPT Sama

hallucinations
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Limitation of RLHF - “"human centric view"

What else could go wrong in this process?



Limitation of RLHF - “"human centric view"

What types of feedback
Who are going to provide these teedback
Whose values are represented

Culture dimension



