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Announcements 

Scribe signup spreadsheet [please sign up by this Sunday, Apr 9th]


Computing credit (GCP) email out


Office Hours:

Diyi Yang, Mondays, 3:30-4:30pm, Gates 342

Rishi Bommasani, Wednesdays, 3:30-4:30pm 
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https://docs.google.com/spreadsheets/d/1xT54sBrjrdr8aa8uBy_ik2Q2SWhGMqHyjsNE576h66Q/edit#gid=0


Your Responses on Slido (1)
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Your Responses on Slido (2)
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Lecture Outline

NLP Tasks:

Introduction to NLP

Conventional NLP tasks


Recent Approaches:

Transformers and pretrained models

In-context learning
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Lecture Outline

NLP Tasks:

Introduction to NLP (a linguistic view)
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Introduction to NLP 
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Machine Translation
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Natural Language Processing

Applications

• Machine Translation

• Question Answering

• Dialogue Systems

• Information Extraction

• Summarization

• Sentiment Analysis

• ...

Core Technologies

• Language modeling

• Part-of-speech tagging

• Syntactic parsing

• Named-entity recognition

• Word sense disambiguation

• Semantic role labeling

• ...


NLP lies at the intersection of computational linguistics and machine learning.
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Level of Linguistic 
Knowledge
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Phonetics, Phonology 

Pronunciation Modeling
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Words

Language Modeling

Tokenization

Spelling correction
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Morphology

Morphology analysis

Tokenization

Lemmatization
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Part of Speech

Part of speech tagging
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Syntax

Syntactic parsing
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Semantics

Named entity recognition

Word sense disambiguation

Semantic role labeling
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Discourse 
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The “human” aspect of NLP

“The common misconception [is] that

language use has primarily to do with

words and what they mean. It doesn’t.

It has primarily to do with people and

what they mean. 

Herbert H. Clark and Michael F. Schober. 1992. Asking questions and influencing answers. Questions about Questions: Inquiries into the Cognitive Bases of Surveys, pages 15–48
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Lecture Outline

NLP Tasks:

Introduction to NLP

Conventional NLP tasks
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NLU task, a label / a class is assigned to the entire text (sentence, paragraph, etc.). 

Text Classification

21
Huggingface: Text Classification

Slides P20-31 credit to Sherry Wu

http://www.apple.com
https://huggingface.co/tasks/text-classification


Classify sentences/docs by polarities (positive, negative, neutral), or sentiments (happiness, anger).

Text Classification 1: Sentiment Analysis

22

Input X: Raw text

Covid cases are increasing fast!

Output Y: Polarity label

Negative


16 CHAPTER 5 • LOGISTIC REGRESSION

The denominator
Pk

i=1 exp(zi) is used to normalize all the values into probabil-
ities. Thus for example given a vector:

z = [0.6,1.1,�1.5,1.2,3.2,�1.1]

the resulting (rounded) softmax(z) is

[0.055,0.090,0.006,0.099,0.74,0.010]

Again like the sigmoid, the input to the softmax will be the dot product between
a weight vector w and an input vector x (plus a bias). But now we’ll need separate
weight vectors (and bias) for each of the K classes.

p(y = c|x) =
exp(wc · x+bc)

kX

j=1

exp(w j · x+b j)

(5.32)

Like the sigmoid, the softmax has the property of squashing values toward 0 or 1.
Thus if one of the inputs is larger than the others, it will tend to push its probability
toward 1, and suppress the probabilities of the smaller inputs.

5.6.1 Features in Multinomial Logistic Regression
Features in multinomial logistic regression function similarly to binary logistic re-
gression, with one difference that we’ll need separate weight vectors (and biases) for
each of the K classes. Recall our binary exclamation point feature x5 from page 79:

x5 =

⇢
1 if “!” 2 doc
0 otherwise

In binary classification a positive weight w5 on a feature influences the classifier
toward y = 1 (positive sentiment) and a negative weight influences it toward y = 0
(negative sentiment) with the absolute value indicating how important the feature
is. For multinominal logistic regression, by contrast, with separate weights for each
class, a feature can be evidence for or against each individual class.

In 3-way multiclass sentiment classification, for example, we must assign each
document one of the 3 classes +, �, or 0 (neutral). Now a feature related to excla-
mation marks might have a negative weight for 0 documents, and a positive weight
for + or � documents:

Feature Definition w5,+ w5,� w5,0

f5(x)
⇢

1 if “!” 2 doc
0 otherwise 3.5 3.1 �5.3

5.6.2 Learning in Multinomial Logistic Regression
The loss function for multinomial logistic regression generalizes the loss function
for binary logistic regression from 2 to K classes. Recall that that the cross-entropy
loss for binary logistic regression (repeated from Eq. 5.11) is:

LCE(ŷ,y) =� log p(y|x) = � [y log ŷ+(1� y) log(1� ŷ)] (5.33)



Determine the relation between two sentences — whether a "hypothesis" is true (entailment), false 
(contradiction), or undetermined (neutral) given a "premise".

Text Classification 2: Natural Language Inference
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Input X: Raw text

P: A man playing an electric guitar on stage.

H: A man playing guitar on stage.


Output Y: Entailment label

Entailment

Input X: Raw text

P: A man playing an electric guitar on stage.

H: A man playing banjo on the floor.


Output Y: Entailment label

Contradiction



Natural language understanding task in which a label is assigned to some tokens in a text. 

Token Classification

24
Huggingface: Token Classification

http://www.apple.com
https://huggingface.co/tasks/token-classification


Mark each word as corresponding to a particular part of speech (noun, verb, adjective, etc.)

Token Classification 1: Part-of-speech (POS) tagging
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Input X: Raw text

Let’s do punctuation.

Output Y: token-level labels

["VERB", 

"NOUN",  
"VERB", 

"NOUN", 

"PUNCT"]

https://huggingface.co/AdapterHub/bert-base-uncased-pf-conll2003



Identify specific entities in a text, such as dates, individuals and places.

Token Classification 2: Named Entity Recognition
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Input X: Raw text

My name is John Smith 
and I live in Berlin

Output Y: token-level labels

["0", "0", "0", 

"B-PER", "I-PER", 

"0", "0", "0", "0",

"B-LOC"]

https://huggingface.co/dbmdz/bert-large-cased-finetuned-conll03-english

The IOB encoding (Ramshaw & Marcus 1995):

B_X = “beginning” (first word of an X)

I_X = “inside” (non-first word of an X)

O = “outside” (not in any phrase)

My  name  is  John  Smith  and  I  live  in  Berlin


O.   O    O  B-PER  I-PER  O  O   O  O  B-LOC



Analyze the relation between tokens. 

Token Relation 1:  Parsing

27

Tokens and texts are not in isolation, and the relations between tokens are important for a 
series of applications.



Token Relation 2: Coreference Resolution
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Finding all expressions that refer to the same entity in a text. 

Input X: Raw text

Michael Cohen ... his   work  for   Mr.   Trump  ,  he  pursued ...


Output Y: Indexed entity BIOs 

B-ENT0   I-ENT0 ... B-ENT0   O     O    B-ENT0  B-ENT1  O  B-ENT0   O    ...

AllenNLP: Coreference Resolution

http://www.apple.com
https://demo.allennlp.org/coreference-resolution


Token Relation 3: Open Information Extraction

29

Open information extraction (open IE) refers to the extraction of relation tuples, typically binary 

relations, from plain text, such as (Mark Zuckerberg; founded; Facebook). 

Stanford Open Information Extraction 

https://nlp.stanford.edu/software/openie.html
http://www.apple.com


Token Relation 4: Semantic Parsing, Text-to-Code

30

Semantic parsing converts a natural language utterance to a logical form. 

Text-to-code is a typical task for this, as the code has more syntax structure.



Natural language understanding task which determines how similar two texts are.

Sentence Similarity

31
Huggingface: Sentence Similarity

https://huggingface.co/tasks/sentence-similarity
http://www.apple.com


Two steps:  (1) Convert input texts into vectors (embeddings) that capture semantic information, (2) 
Calculate how close (similar) they are between them, e.g. cosine similarity

Sentence Similarity

32

Input X: Raw text

S1: Machine learning is so easy.

S2: Deep learning is so straightforward.


Intermediate E: Embeddings (more next course)

E1: [0.11, ..., 0.34]

E2: [0.20, ..., 0.35]


Output Y: A similarity score on the embedding

cos_sim(E1, E2)= 0.779

https://huggingface.co/sentence-transformers/all-MiniLM-L6-v2



Passage ranking: rank documents 
based on their relevance to a 
given query in search engines.

Sentence Similarity in Use
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“With new passage understanding 
capabilities, Google can understand 
that the specific passage (R) is a lot 

more relevant to a specific query than 
a broader page on that topic (L).“

How AI is powering a more helpful Google 

http://www.apple.com
https://blog.google/intl/en-in/products/explore-communicate/how-ai-is-powering-more-helpful-google/


Lecture Outline

NLP Tasks:

Introduction to NLP

Conventional NLP tasks


Recent Approaches:

Transformers and pretrained models: Word2vec & Elmo, Language 
modeling, Transformer, Pretraining, In-context learning
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Word Embeddings
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One of the starting points: Word2vec banking =

0.286
0.792

−0.177
−0.107
0.109

−0.542
0.349
0.271



Static Word Embeddings
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Skip-gram
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Maximize the log likelihood of context word 

given word 


wt−m, wt−m+1, . . . , wt−1, wt+1, . . . , wt+m

wt



Skip-gram Sketch

• Treat the target word and a neighboring context word as positive examples

• Randomly sample other words in the lexicon to get negative samples

• Use logistic regression to train a classifier to distinguish those two cases

• Use the weights as the embeddings
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Embedding Reflect Cultural Bias

Implicit Association test (Greenwald et al 1998): How associated are 

concepts (flowers, insects) &  attributes (pleasantness, unpleasantness)?

Studied by measuring timing latencies for categorization.


Psychological findings on US participants:

African-American names are associated with unpleasant words (more than European-American names)

Male names associated more with math, female names with arts

Old people's names with unpleasant words, young people with pleasant words.


Caliskan et al. replication with embeddings:

African-American names (Leroy) had a higher GloVe cosine with unpleasant words  (abuse, stink, ugly)

European American names (Brad, Greg) had a higher cosine with pleasant words (love, peace, miracle)

Embeddings reflect and replicate all sorts of pernicious biases.
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Pros and Cons of Static Word Embeddings
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Solution: Contextualized word embedding

Give words different embeddings based on the context of the sentence (e.g. ELMo, BERT).

I went to the river

I had been to the 

yesterday.

to withdraw some money. 

bank

bank

Pro: Pre-train embeddings on large corpus, then can easily just download and 

reuse for downstream tasks.


Con: Typically ignores that the one word can have have different senses.

The Illustrated BERT, ELMo, and co. (How NLP Cracked Transfer Learning) , Jay Alammar 

https://jalammar.github.io/illustrated-bert/


ELMO
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Some most popular word embeddings

42
Two minutes NLP — 11 word embeddings models you should know 

https://medium.com/nlplanet/two-minutes-nlp-11-word-embeddings-models-you-should-know-a0581763b9a9


Language Modeling 

Input: sequence of words 𝑐𝑜𝑛𝑡𝑒𝑥𝑡

Output: probability of the next word 𝑤
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Language Modeling via Recurrent Neural Network 

• Total loss = sum of negative log likelihoods at each position

• Backpropagate through the network to simultaneously learn 

to predict next word given previous words at all positions 
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Language Modeling Evaluation
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Limitations of RNN LMs

46
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Recurrent models and attention
Use attention to allow flexible access to memory


Attention treats each word’s representation as a query to access and 
incorporate information from a set of values.


Instead of attention from the decoder to the encoder, Transformer 
operationalizes attention within a single sentence.

48

Slides P46-52 credit to John Hewitt



Attention as a soft, averaging lookup table

https://web.stanford.edu/class/cs224n/slides/cs224n-2023-lecture08-transformers.pdf
49



Self-Attention: keys, queries, values from the same sequence

https://web.stanford.edu/class/cs224n/slides/cs224n-2023-lecture08-transformers.pdf
50



Barries and solutions for self-attention as a building block

51



Multi-headed attention

What if we want to look in multiple places in the sentence at once?

We’ll define multiple attention heads through multiple Q, K, V matrices

Each attention head performs attention independently, and the outputs of all 
the heads are combined! 
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The Transformer Decoder 
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Residual connections

Layer normalization 



The Transformer Encoder

The Transformer Decoder constrains to 
unidirectional context, as for language models.


What if we want bidirectional context, like in a 
bidirectional RNN?


This is the Transformer Encoder. The only difference 
is that we remove the masking in the self-attention.
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The Transformer Encoder-Decoder

For seq2seq format, we often use a 
Transformer Encoder-Decoder.


We use a normal Transformer

Encoder, and the Transformer Decoder 
is modified to perform cross-attention 
to the output of the Encoder.

55



Taking Together: Transformer 
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The Illustrated Transformer, Jay Alammar 

https://jalammar.github.io/illustrated-transformer/


Transformer & Multiple Decoder
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The illustrated GPT-2, Jay Alammar 

https://jalammar.github.io/illustrated-gpt2/
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Modern NLP: Pre-training + Finetuning Paradigm

Pretraining:

Train transformer-alike models on a large 
dataset (e.g. books, or the entire web). 


This step learns general structure and 
meaning of the text (e.g. “good” is an 
adjective), similar to word embedding; the 
knowledge is reflected by the model 
parameter (hence really large models).

The Illustrated BERT, ELMo, and co. (How NLP Cracked 
Transfer Learning) , Jay Alammar 

https://jalammar.github.io/illustrated-bert/
https://jalammar.github.io/illustrated-bert/
https://jalammar.github.io/illustrated-bert/
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Modern NLP: Pre-training + Finetuning Paradigm

Finetuning paradigm:

Fine-tune the model (i.e., overwrite some 
parameter in the model) on a smaller, task-
specific dataset for tasks such as sentiment 
analysis, or machine translation.


This step learns information specific to a task 
(“good” is positive), on top of pretraining.
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More technically, let’s go through both…



3 Types of Pre-trained Models

61

Decoder only LM

“Next word prediction”

Encoder-only, MLM

“Fill-in-the-blank”

Encoder-decoder

“corrupted text reconstruction”

There are three mainstream pre-trained model structures, with different 
training objectives (Pretraining task that helps learn text representations.)

Liu Pengfei, et al. "Pre-train, prompt, and predict: A systematic survey of prompting methods in natural language processing." arXiv 2021

http://pretrain.nlpedia.ai/


Pre-trained models (1/3): Left-to-right LMs (decoder-only)

62

P(X) =
n

∏
t=1

P(xt |x<t)

x1 x2 x3 x4 x5

y5
y4
y3
y2
y1

Uni-direction attention, “Next word prediction” (the 
standard language modeling)


Why decoder-only? The goal is to generates text one 
token at a time, conditioned on the previous tokens in the 
sequence; So, only need to read part of the text.


Examples: GPT-1, GPT-2, GPT-3


Best for: Natural Language Generation tasks
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Pre-trained models (1/3): Left-to-right LMs (decoder-only)

Decoder-only models predict the next word in a sentence having read the n previous words. They are called: 

Causal language modeling —the output depends on the past and present inputs, but not the future ones.

Auto-regressive modeling — the previous outputs become inputs to future outputs.

The illustrated GPT-2, Jay Alammar 

https://jalammar.github.io/illustrated-gpt2/
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Pre-trained models (1/3): Left-to-right LMs (decoder-only)

The GPT family (GPT-2, GPT-3) are the most popular decoder-only models. This is GPT-2 in action:

The illustrated GPT-2, Jay Alammar 

https://jalammar.github.io/illustrated-gpt2/


Bi-directional attention, “Fill-in-the-blank”


Why encoder-only? Only need to understand input text, 
i.e. encode a input sequence (e.g. a sentence or a 
document) into a fixed-length vector representation


Examples: BERT, RoBERTa, etc.


Best for: Natural Language Understanding tasks (not 
good for autoregressive generation)

Pre-trained models (2/3): Masked “LMs" (encoder-only)

65

P(X) ≠
n

∏
t=1

P(xt |x≠t)

x1 x2 x3 x4 x5

y5
y4
y3
y2
y1



Pre-trained models (2/3): Masked “LMs" (encoder-only)

66



Pre-trained models (2/3): Masked “LMs" (encoder-only)

67

BERT has a specific [CLS] token attached to 
the beginning of the sentence. Its 
embedding has all the information 
(‘sentence embedding’).


In finetuning, we train a task-specific (e.g. 
classification) layer that learns how to use the 
CLS embedding/feature for classification.



Pre-trained models (2/3): Masked “LMs" (encoder-only)

68



Pre-trained models (3/3): Encoder-Decoder

69

x1 x2 x3 x4 x5

y5
y4
y3
y2
y1

Bi-directional attention on X & uni-direction on Y, 
“Corrupted text reconstruction”


Why encoder+decoder? So it does both the encoding / 
input understanding, and decoding / text generation — 
achieves “text-to-text-transfer”


Examples: BART (recover sentences), T5 (recover spans)


Best for: (Can do both NLG and NLU)

Pθ(Y |X) =
m

∏
t=1

P(yt |y<t, X, θ)



Pre-trained models (3/3): Encoder-Decoder
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“In T5 (BART has a similar setup), every task uses text as input to the model, and uses 
generated text as output. 


This allows us to use the same model, loss function, and hyperparameters across our 
diverse set of tasks including translation, linguistic acceptability, sentence similarity 
(yellow), and document summarization."

Exploring Transfer Learning with T5: the Text-To-Text Transfer Transformer

Raffel, Colin, et al. "Exploring the limits of transfer learning with a unified text-to-text 

transformer." The Journal of Machine Learning Research 21.1 (2020): 5485-5551.


https://arxiv.org/abs/1910.13461
https://ai.googleblog.com/2020/02/exploring-transfer-learning-with-t5.html


Pre-trained models (3/3): Encoder-Decoder

71

During pre-training, T5 learns to fill in dropped-out spans of text



Pre-trained models (3/3): Encoder-Decoder
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During pre-training, T5 learns to fill in dropped-out spans of text.



Pre-trained models (3/3): Encoder-Decoder

73

To apply T5 to closed-book question answer, we fine-tune it to answer questions. This forces 
T5 to answer questions based on “knowledge” that it internalized during pre-training.
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Besides Structural Variants…
Pre-trained models also have other differences: 


Data: What data is used to train the model. Most models are on Wikipedia or book 
corpus; Can fine-tune language models for more specific domains (e.g. see: Fine-
tuning a masked language model)


Size: all-important parameter, bigger is usually more performant


Experimental setting: How long a model is trained (e.g. RoBERTa vs. BERT)


https://huggingface.co/course/chapter7/3?fw=tf
https://huggingface.co/course/chapter7/3?fw=tf
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Pre-training + Fine-tuning unifies NLP tasks.

Paolini, Giovanni, et al. "Structured prediction as translation between 
augmented natural languages." ICLR 2021
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Pre-training + Fine-tuning unifies NLP tasks.

At the end, you can simply post-process the output to extract your actual information.

Paolini, Giovanni, et al. "Structured prediction as translation between 
augmented natural languages." ICLR 2021
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Any caveats of Fine-tuning?

Fine-tuning is more data efficient than vanilla training, but still needs the 
training data to be on the scale of ~10,000. 


Fine-tuning uses downstream task input-output to change the model 
(overwrite some parameters). As a result, it also causes the model to 
“forget” some knowledge in the original pre-trained model



Lecture Outline

NLP Tasks:

Introduction to NLP

Conventional NLP tasks


Recent Approaches:

Transformers and pretrained models

In-context learning
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Prompting

79

Prompting: encourage a pre-
trained model to make particular 
predictions by providing a "prompt" 
specifying the task to be done.

Liu Pengfei, et al. "Pre-train, prompt, and predict: A systematic survey of prompting 
methods in natural language processing." arXiv 2021

http://pretrain.nlpedia.ai/
http://pretrain.nlpedia.ai/


I put ________ fork down on the table.

Intuition of Prompting

80

Peking University is located in ________, China.Beijing

LAMA Benchmark, from Petroni, Fabio, et al. "Language models as knowledge bases?." EMNLP 2019

Slides adjusted from John Hewitt, Stanford CS 224n

The woman walked across the street, checking for traffic over ___ shoulder.

The value I got was the sum total of the popcorn and the drink. Overall, it 
was a _________ movie!boring

World knowledge

theSyntactic categories

herCoreference

I went to the ocean to see the fish, turtles, seals, and _______.crabsSemantic categories

Sentiment

Iroh went into the kitchen to make some tea. Standing next to Iroh, Zuko 
pondered his destiny. Zuko left the ________.kitchen

Reasoning

https://arxiv.org/pdf/1909.01066.pdf
http://web.stanford.edu/class/cs224n/slides/cs224n-2021-lecture10-pretraining.pdf


Intuition of Prompting

81

Pre-trained models learn various types of knowledge.


The knowledge is useful across NLP tasks.


These knowledge can be surfaced with “templates” (prompt).

World knowledge

Syntactic categories

Coreference

Semantic categories

Sentiment

Reasoning



Chatbot: A language model is a statistical 
model that describes the probability of a 
word given the previous words.


One model, N tasks (e.g., GPT-3, 175B)

82GPT-3 API, from OpenAI: https://beta.openai.com/examples

credits: SELECT * FROM users WHERE 
state='CA' AND credits > 1000;

Create a SQL request to find all users who 
live in California and have over 1000 
credits:

Translation / NL2code

Q&A
Chatbot: I am a ML/AI language model tutor

You: What is a language model?

Chatbot:

TL;DR: A neutron star is the collapsed core of a 
massive supergiant star. These ultra-dense objects are 
incredibly fascinating due to their strange properties 
and their potential for phenomena such as extreme 
gravitational forces and a strong magnetic field.

Decide whether a Tweet's sentiment is 
positive, neutral, or negative.


Tweet: "I loved the new Batman movie!"

Sentiment:

Sentiment analysis classifier

Positive

Summarization

A neutron star is the collapsed core of a massive 
supergiant star, which had a total mass of between 10 
and 25 solar masses, possibly more if the star was 
especially metal-rich.[1] Neutron stars are the 
smallest and densest stellar objects, excluding black 
holes and hypothetical white holes, quark stars, and 
strange stars.[2] Neutron stars have a radius on the 
order of 10 kilometres (6.2 mi) and a mass of about 1.4 
solar masses.[3] They result from the supernova 
explosion of a massive star, combined with 
gravitational collapse, that compresses the core past 
white dwarf star density to that of atomic nuclei.


TL;DR:

The semantic of TL;DR
Semantic of query

Targeted world knowledge

Syntax of code

https://beta.openai.com/examples


Objective Engineering vs. Prompt Engineering

83

Finetuning

CLS TAG
LM

GEN

Prompting

CLS TAG
LM

GEN

Expensive, uses 10k data


Overwrites model knowledge 
(“catastrophic forget”)

Pre-train + fine-tune

Fine-tuning BERT

Pre-train, prompt, predict

GPT-3+prompt design

Pre-trained Model

  Tunable 

Input text

Adapt LMs to 
downstream tasks

Adapt downstream 

tasks to LMs

Pre-trained Model

 Frozen 

Prompt (input wrapped)



84Demo from Plotly.

Natural language input, natural language 
output:Make models accessible to non-expert 

(non-CS, non-NLP). We will talk more about this 
when we get to Human-Model interaction!

e.g., Interactive data visualization
In-context learning: Best for human interactions

https://www.youtube.com/watch?v=baAXmxcyZo4


Why do we need to know these?

Understanding how models are trained helps explain why models behave in 
certain ways, and how to best use some models.

Why would the model have bias?

"This man works as a [MASK].” => ['lawyer', 'carpenter', 'doctor', 'waiter', 'mechanic']
"This woman works as a [MASK].” => ['nurse', 'waitress', 'teacher', 'maid', 'prostitute']

Why are the models lack of reasoning capability? 

Which model to use? Whose data is used in the pretraining process? 
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Emergent Zero-shot Learning
GPT-2 beats SoTA on language modeling benchmarks with no task-specific fine-tuning

86

Slides P84-96 credit to Jesse Mu



Emergent abilities of large language models: GPT-3 (2020)

GPT-3 (175B parameters; Brown et al., 2020)

Another increase in size (1.5B -> 175B)

and data (40GB -> over 600GB)
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Emergent few-shot learning

Specify a task by simply prepending examples of the task before your example


Also called in-context learning, to stress that no gradient updates are 
performed when learning a new task (there is a separate literature on few-shot 
learning with gradient updates)
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Emergent few-shot learning

89



Emergent few-shot learning

90



Emergent few-shot learning
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Limits of Prompting for Harder Tasks

Some tasks seem too hard for even large LMs to learn through prompting alone.
Especially tasks involving richer, multi-step reasoning.
(Humans struggle at these tasks too!)

Solution: change the prompt!

92



Chain-of-thought Prompting
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Chain-of-thought prompting is an emergent property of model scale

94



Chain-of-thought Prompting
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Zero-shot Chain-of-thought Prompting

Q: A juggler can juggle 16 balls. Half of the 
balls are golf balls, and half of the golf balls 
are blue. How many blue golf balls are there?


A: Let’s think step by step. 
                                                      There are 
16 balls in total. Half of the balls are golf 
balls. That means there are 8 golf balls. 
Half of the golf balls are blue. That 
means there are 4 blue golf balls. 

96



Zero-shot COT prompting

97



The new dark art of “prompting engineering”?

https://www.reddit.com/r/ChatGPT/comments/zlcyr9/dan_is_my_new_friend/
98


