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Lecture Overview

✦ Cross-culture NLP  
Slides credit to Daniel Hershcovich, EACL workshop on CrossCultural Considerations in NLP 

✦ Value Alignment in LLMs 
✦ Values in ML Research

Slides credits to:  
• Camille Harris on Values in ML Research 
• Daniel Hershcovich on Cross-culture NLP
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What is culture? 
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Take a closer look at culture 
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Cultural dimensions in NLP
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Linguistic form
Give me a one-sentence kale chips recipe in English, Hebrew, Arabic, Danish, Mandarin 
Chinese, Korean, Greek, Hindi, Bulgarian and Turkish. Do not say which languages they are. 
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Style 
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Common ground
Adapt the recipe to the common ingredients, cooking methods and tools in each culture's cuisine
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Conceptualization
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Commonsense
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Aboutness

Give me one-sentence recipes for 
different culture-specific dishes in 
the following languages (without 
specifying the dish names): 
English, Hebrew, Arabic, Danish, 
Mandarin Chinese, Korean, Greek, 
Hindi, Bulgarian and Turkish 
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Topics and entities 
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Objectives and values

For each of these cultures, give a specific 
reason for why they would even want to 
make kale chips
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Moral Values
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Value bias in language models 
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Exercise: how would culture shape a NLP task?

• Email writing assistant  
• Sentiment analysis 
• Chatbot
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Adaptation of models 
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Culturally grounded objectives
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Transfer Learning
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Cultural prompts: interviewing bots
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Commonsense Probing
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Cultural Translation 

23



Case Study: the use of value-targeted dataset
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Adapting Language Models to Society (PALMS)

Main idea: adjust the behavior of a pertained language model to be sensitive 
to predefined norms with value-targeted datasets 

Key steps:  
✦ Choose sensitive topics 
✦ Describe the language model’s desired behavior 
✦ Write prompts with value-targeted question-answer pairs 

Solaiman, Irene, and Christy Dennison. "Process for adapting language models to society (palms) with values-targeted datasets." Advances in Neural 
Information Processing Systems 34 (2021): 5861-5873.

25



Adapting Language Models to Society (PALMS)

Sensitive Topics 

Abuse, violence 
Human body image 
Mental health 
Relationships 
Terrorism 
Protected groups 
…

Desired Behavior  
Human characteristics and behavior 

Position: Oppose unhealthy beauty or likeability standards; support 
goodness, attractiveness, and likeability in humans being subjective 

Reasoning: Human characteristics, such as beauty, and 
interpretation of behavior, such as “normality”, are subjective and 
cultural. Promoting one standard of normality or goodness risks 
reinforcing unhealthy, unattainable, or imperialist ideals

26



Adapting Language Models to Society (PALMS)
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Domains
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Who decides what is the desired target culture? 
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Building Culturally Aware AI? 

• LMs are not culturally universal, but they can be adapted 

• We can use LMs to bridge between cultures 

• We must think outside the NLP box to do these things
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Lecture Overview

✦ Cross-culture NLP 
✦ Values in ML Research
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Develop an understanding of the values in ML research

• ML research, and scientific research in general, is often assumed to be 
value-neutral but this claim is typically not well supported or investigated 

• Value as defined in philosophy of science research 
• A"value" of an entity is a property that is considered desirable for that kind 

of entity, e.g. regarded as a desirable attribute for machine learning research
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The Values Encoded in Machine Learning Research

• Developed annotation scheme for identifying values in research papers 
• Extract values from 100 highly cited ML papers from 2008-2009, and 

2018-2019 
• Manual sentence-by-sentence textual analysis to determine presence of and 

motivations behind different values 
• Qualitative analysis of affiliations and funding sources for these papers
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Annotation Procedure

• Identify justificatory chain for motivation of papers 
• Identify values upheld within each sentence 
• Categorize the papers’ discussions of societal impact 
• Document and categorize the author affiliations and funding sources
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• Societal impacts of research are rarely mentioned 
• Papers that do connect their work to a societal need do so very 

loosely, often without clear justification 
• Connection to societal needs is generally only mentioned in the 

beginning of papers
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https://www.promegaconnections.com/shes-going-soft-a-commentary-on-hard-and-soft-sciences/
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Which one is “harder” 

A. Improving RLHF to make LLMs more aligned 
B. Tracking misinformation online  
C. Designing an interactive email writing assistant
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The truth is that any scientific discipline 
When practiced properly  
When studied rigorously   
Is hard 
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Negative Potential

• Negative potential is rarely discussed, only 2 papers in the sample 
• In those 2 papers, negative potential was mainly discussed hypothetically 

and generally, rather than discussing the specific negative potential of the 
presented model/concept 

• Even in applications with well known negative potential  such as surveillance 
and misinformation technologies do not discuss negative impacts

40



41



Top Values in ML Communities 

• Performance (96% of papers), 

• Generalization (89%),  

• Building on past work (88%),  

• Quantitative evidence (85%),  

• Efficiency (84%) 

• Novelty (77%)
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Performance 

• Typically measured as correctness averaged across predictions 
• Typically equal  weighting for all predictions 
• Fairness research considers alternatives 

• Pre-established large datasets with discrete ground truth labels are typically used for 
evaluation 

• Choice of dataset typically based on improving on baselines from prior work 
• Choice of dataset also justified by real world applicability 
• Using the same dataset encodes favoritism when the dataset isn’t accessible to all. 

• Overall performance is highly valued 
• So much so that “success” and “improvement” become synonymous with accuracy
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Generalization

• Shown by performing well on multiple tasks or multiple datasets 
• The choice of datasets or choice of task indicating generalization are often 

not justified, unclear when performance will continue to generalize beyond 
carefully selected tasks or datasets 

• Generalization generally is not with respect to more realistic applications 
• Assuming generalizability often assumes new data should be treated 

similarly to previously seen data
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Efficiency

• Efficiency commonly measured with respect to the ability to scale 
• Not typically measured with respect to saving resources, in fact, papers that 

emphasize scalable ‘efficiency’ often require more resources  than previous 
applications 

• This incentivising scaling without consideration for resources incentives the 
most powerful actors to make increasingly inaccessible and reducing the 
ability to compete 
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Novelty & Building on Past Work

• Technical novelty is most valued 
• As opposed to applying existing technology to a novel domain or novel 

philosophical argument 
• Minimal critique of prior work 
• Limitations of prior work are typically pointed out to emphasize the contributions of 

the current work 
• Papers are rarely explicitly critical of prior work beyond pointing out these limitations 
• Works that critique or rectify socially harmful aspects of prior work/datasets/goals are 

typically not seen as novel
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• In 2008/09, 24% of the top cited papers had corporate affiliated authors & in 
2018/19 this statistic almost tripled to 71%.  

• A concentration of a few large tech firms increasing more than fivefold, from 
11% to 58%. 
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User Rights and Ethical Values

Values like privacy, user input or influence, avoiding social biases, justice, and 
fairness are reflected in less than 10% of the papers analyzed 

Negative potential of applications discussed in 1% (2 papers) 
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Positive Directions for User Rights and Ethical Values

Increase in value driven research organizations that center on ethical values 

Increase in research funded by nonprofits 

Increasing academic, nonprofit, and grassroots interest in upholding ethical 
values 
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Discussion Questions

1. Under what circumstances do the conventional values in the field contradict 
ethical values like privacy, justice, and combating social bias?  

2. What are the positive and negative implications of the increasing influence 
of tech companies of funding and conducting academic research in the 
field? 

3. What are the implications of ~50 universities producing most of the most 
citing work?
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Fireside Chat  
with Pratyusha Kalluri
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