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Overview

✦ What is a benchmark?  
✦ Quality of good benchmarks 
✦ Issues with benchmarking  
✦ Benchmark and metrics, evaluation 

Some slides credits to:  
• https://www.ruder.io/nlp-benchmarking/ 
• Douwe Kiela  
• Rishi Bommasani
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What Is Benchmarking?

"Datasets are the telescopes of our field.”                 —Aravind Joshi  

Benchmark: 
* one or multiple datasets 
* one or multiple associated metrics 
* ways to aggregate performance
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Benchmarks Orient AI.

Benchmarks set priorities and codify values 

Benmarks are mechanisms for change 
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Benchmarks are useful to track progress 
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A brief history of benchmarking

"Creating good benchmarks is harder than most imagine.” 

—John R. Mashey; foreword to Systems Benchmarking (2020)
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A brief history of benchmarking

Benchmarks have a long history of being used to assess the performance of 
computational systems.  

The Standard Performance Evaluation Corporation (SPEC),  
Established in 1988 is one of the oldest organizations dedicated to 
benchmarking the performance of computer hardware 
Benchmark sets and performances measured as millions of instructions per 
second (MIPS).
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Efforts in Machine Learning

MLCommons 
MLPerf series of performance benchmarks focusing 
on model training and inference 

DARPA and NIST 

TREC workshop in IR
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Benchmarking Principles

Relevance: Benchmarks should measure relatively vital features. 
Representativeness: Benchmark performance metrics should be broadly 
accepted by industry and academia. 
Equity: All systems should be fairly compared. 
Repeatability: Benchmark results can be verified. 
Cost-effectiveness: Benchmark tests are economical. 
Scalability: Benchmark tests should work across systems possessing a range 
of resources from low to high. 
Transparency: Benchmark metrics should be easy to understand.

Dai, W., & Berleant, D. (2019, December). Benchmarking contemporary deep learning hardware and frameworks: A survey of qualitative metrics. In 2019 IEEE 
First International Conference on Cognitive Machine Intelligence (CogMI) (pp. 148-155). IEEE.
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Issues with Benchmarking
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Issues with Benchmarking

Saturation: We achieve “human-level” performance on benchmarks without 
having solved the problem. Whenever saturation happens, we lose valuable 
time as a field. 
Bias: Inadvertent annotator artifacts and other biases 
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Benchmark saturation over time for popular benchmarks

Initial performance and human performance are normalised to -1 and 0 respectively (Kiela et al., 2021).12



Annotation Artifacts and Limitations

Models trained on SQuAD are subject 
to adversarially inserted sentences 
(Jia and Liang, 2017) 

In SNLI, annotators have been shown 
to rely on heuristics, which allow 
models to make the correct prediction 
in many cases using the hypothesis 
alone (Gururangan et al., 2018) 
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Issues with Benchmarking

Saturation: We achieve “human-level” performance on benchmarks without 
having solved the problem. Whenever saturation happens, we lose valuable 
time as a field. 
Bias: Inadvertent annotator artifacts and other biases 
Alignment: Benchmarks don’t measure the right thing - test set performance 
is not always a good proxy for “how well this system works in the real world”. 
Leaderboard culture: The community is overly focused on leaderboard rank 
but should think more about how creative solutions to the problem.
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Sentiment analysis is easy [solved], right?
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Sentiment analysis is easy [solved], right?
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We’re not measuring what we truly care about?
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Issues with Benchmarking

Reproducibility: Self-reported results cannot be trusted. 
Accessibility: Models that do well on benchmarks are often not easily 
accessible to the community to probe, let alone to laypeople. 
Backward compatibility: When a new benchmark or dataset comes out, we 
cannot easily re-evaluate old models on the new data. 
Utility: Not everyone cares about the same thing.  

E.g. efficiency traded off against accuracy

19



Some human-centered “benchmarking” 

An example on English 
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Language Variation 

All natural languages follow a 
systematic set of rules 

All natural languages experience 
variation 

Dialect: a group of  systematic 
variations in a language (Rickford 2020) 
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Some human-centered “benchmarking”
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English Variations 

Inclusion goes beyond low-resourced methods  

Other dialects filtered from training as "low-quality" (Gururangam et al. 2022) 

Simply combining multidialectal data harms performance (Erdmann et al. 2018) 
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VALUE: Understanding Dialect Disparity in NLU
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Validate SAE → AAVE Transformation with Speakers
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Validate SAE → AAVE Transformation with Speakers
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STOA Performance Drops on VALUE
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Benchmark and Metrics
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Benchmark and Metrics 

F1, accuracy, precision, recall, BLEU, …. 

• Designing a good metric requires domain expertise. 

• Metrics designed for decades-long research and metrics designed for near-
term development of practical applications 
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Benchmark and Metrics: Recommendations

Consider metrics that are better suited to 
the downstream task and language. 

Consider metrics that highlight the trade-
offs of the downstream setting. 

Update and refine metrics over time.
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Consider the downstream use cases
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Consider the downstream use cases

• Design the benchmark and its evaluation so that it reflects the 
real-world use case. 

• Evaluate in-domain and out-of-domain generalisation. 

• Collect data and evaluate models on other languages. 

• Take inspiration from real-world applications of language 
technology.
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Benchmark and Evaluation
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Fine-grained Evaluation

For downstream applications often not a single metric but an array of 
constraints need to be considered 

For real-world applications it is particularly crucial that a model does not 
exhibit any harmful social biases. 

Fine-grained evaluation across a single metric, highlighting on what types of 
examples models excel and fail at. 
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ExplainaBoard 

(Liu et al., 2021) 
implements such a fine-
grained breakdown of 
model performance 
across different tasks, 
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Metrics Aggregation

When evaluating on multiple metrics, scores are typically averaged to obtain a single score

Dynamic metric weighting in the DynaBench natural language inference task leaderboard
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How about “benchmarking” of ChatGPT/Foundation Models
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HELM

1. Broad coverage 
2. Multi-metric 
3. Standardization
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Benchmarking Considerations

• Adaptation (e.g. prompting, probing, fine-tuning) 
• Fairness (some LMs might be specialized) 
• Contamination (exposed to test data/distribution) 
• Completeness (e.g. ChatGPT)

44



Desiderate/Metrics
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Benchmarking and Evaluation Metrics: Recommendation

• Move away from using a single metric for performance evaluation. 

• Evaluate social bias and efficiency. 

• Perform a fine-grained evaluation of models. 

• Consider how to aggregate multiple metrics.
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The long tail / worst case of benchmarking

Shift our attention to the tail of the distribution 

Care more about the worst case and subsets of our data where our models 
perform the worst 

Identify the best systems with few examples
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The long tail / worst case of benchmarking

Are Larger Pretrained Language Models Uniformly Better? Comparing Performance at the Instance Level https://arxiv.org/abs/2105.06020
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Dynamic Benchmarking

Dynabench (dynabench.org) is.. 

A research platform. 
A community-based scientific experiment. 
An effort to challenge current benchmarking dogma and help push the 
boundaries of AI research. 
As the name says,  
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Dynamic adversarial data collection (ANLI; Nie et al. 2019)
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Dynabench Goals
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Dynabench Roles
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Large-scale continuous evaluation

"When a measure becomes a target, it ceases to be a good measure.” —Goodhart’s law 

GEM (Gehrmann et al., 2021), which explicitly aims to be a 'living' benchmark, 
generally include around 10–15 different tasks.  

BIG-Bench, a recent collaborative benchmark for language model probing
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As AI systems become more interactive, what 
would a benchmark look like
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Generative AI Agents

https://arxiv.org/pdf/2304.03442.pdf 57



BabyAGI
https://github.com/yoheinakajima/babyagi
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If benchmark is helping us reach a goal,  
what is that goal today? 
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