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Instructor and CA
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Course Overview

Website:

http://web.stanford.edu/class/cs329x


Ed Discussion:

https://edstem.org/us/courses/38475/discussion/
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What is human-centered NLP?

“Human-centered NLP involves designing and developing 
NLP systems in a way that is attuned to the needs and 
preferences of human users, and that considers the ethical 
and social implications of these systems.”  


— ChatGPT, 2022
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What is human-centered NLP?

“Human-centered NLP involves designing and developing 
NLP systems in a way that is attuned to the needs and 
preferences of human users, and that considers the 
ethical and social implications of these systems.”  


— ChatGPT, 2022

It concerns NLP systems, which goes 
beyond just the model — also includes e.g. 
user interfaces on top of the model. It touches multiple NLP dev stages.

It needs to be 
optimized for humans.

“Optimize for humans” require 
careful ethical concerns.
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What if this definition is wrong?

What is a right definition of human-centered NLP?
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Why should we build human-centered NLP?

“The common misconception [is] that

language use has primarily to do with

words and what they mean. It doesn’t.

It has primarily to do with people and

what they mean. 

Herbert H. Clark and Michael F. Schober. 1992. Asking questions and influencing answers. Questions about Questions: Inquiries into the Cognitive Bases of Surveys, pages 15–48
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Corrective

Preventive 

Not Reactive 
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Who is the “human” in human-centered NLP?

The "human" refers to the focus on 
designing and developing NLP technologies 
that prioritize human needs and 
preferences, rather than solely focusing on 
technological capabilities. 


Human-centered NLP seeks to create NLP 
systems that are more user-friendly, 
accessible, and inclusive.
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Human-centered NLP should be in every stage

1. Task Formulation

2. Data Collection

3. Data Processing

4. Model Training

5. Model Evaluation

6. Deployment
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Human-centered NLP is a spectrum
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Traditional Example on Data Collection

Kwiatkowski, Tom, et al. "Natural questions: a benchmark for question answering research." Transactions of the Association for Computational Linguistics 7 (2019): 453-466.

“Stanford Question Answering Dataset 
(SQuAD) is a reading comprehension 
dataset, consisting of questions posed 
by crowdworkers on a set of Wikipedia 
articles, where the answer to every 
question is a segment of text.”

See passage

Generate Question
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Traditional Example on Data Collection: Issues

Crowdworkers are hired to generate questions in a constrained setting, which could be 
different from how people generally ask questions.

Crowdworkers generate questions specific to one paragraph & are primed to generate 
questions of a certain style. Questions created in this way have a high degree of lexical 
overlap with the document text and thus models might rely too heavily on word matching. 

Going Beyond SQuAD (Part 2)
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https://medium.com/deepset-ai/going-beyond-squad-part-2-d085fb736191


More Human-Centered Data Collection

Natural Questions: a New Corpus and Challenge for Question Answering Research

Google Natural Question: Questions 
consist of real anonymized, 
aggregated queries issued to the 
Google search engine. An annotator 
is presented with a question along 
with a Wikipedia page from the top 5 
search results, and annotates a long 
answer (typically a paragraph) and a 
short answer (one or more entities) if 
present on the page, or marks null if 
no long/short answer is present.

Ask question Find passage & answer
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https://ai.googleblog.com/2019/01/natural-questions-new-corpus-and.html


More Human-Centered Data Collection

Introducing the Inclusive Images Competition

Data collection schema, if designed unnaturally, can introduce annotation artifact 
(unwanted patterns in the data), and can be harmful or unfair to certain groups.

Human-Centered data collection should focus on mimicking real-use scenarios so 
the data will reflect actual human needs.

Example: Image classifier trained 
on the Open Images dataset that 
does not properly apply 
“wedding” related labels to 
images of wedding traditions 
from different parts of the world.
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https://ai.googleblog.com/2018/09/introducing-inclusive-images-competition.html


Traditional Model Training

Aligning Language Models to Follow Instructions

”The GPT-3 language model can be 
coaxed to perform natural language tasks 
using carefully engineered text prompts. 
But these models can also generate 
outputs that are untruthful or toxic. This is 
in part because GPT-3 is trained to predict 
the next word on a large dataset of 
Internet text, rather than to perform the 
language task that the user wants.”
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https://openai.com/blog/instruction-following/


Maybe More Human-Centered Model Training

Aligning Language Models to Follow Instructions

Reinforcement learning from human 
feedback (RLHF): make models safer, 
more helpful, and more aligned 


“On prompts submitted by our customers to 
the API , our labelers provide demonstrations 
of the desired model behavior, and rank 
several outputs from our models. We then 
use this data to fine-tune GPT-3.”
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https://openai.com/blog/instruction-following/


Maybe More Human-Centered Model Training

“The resulting InstructGPT models are much better at following instructions than GPT-3…
Our labelers prefer outputs from our 1.3B InstructGPT model over outputs from a 175B 
GPT-3 model, despite having more than 100x fewer parameters. ”


“it “unlocks” capabilities that GPT-3 already had, but were difficult to elicit through 
prompt engineering alone.”

Compared to standard training (which gives models many hidden power), 
slightly more human-centered training might make models more usable. 

19



Traditional Evaluation

Wang, A., Pruksachatkun, Y., Nangia, N., Singh, A., Michael, J., Hill, F., ... & Bowman, S. (2019). Superglue: A stickier benchmark for general-purpose language understanding systems. NeurIPS.


“performance on the benchmark has recently come close to the level of non-expert 
humans, suggesting limited headroom for further research.”

} Model wins!
Human

Accuracy on benchmarks is the most standard assessment on model 
quality, but it does not contain enough signal!
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Traditional Evaluation 

> Banana 

👩💻

What is the moustache made of?

What are the eyes made of?

What is?

> Banana 
What?

> Banana 

Agrawal, A., Batra, D., & Parikh, D. (2016). Analyzing the behavior of visual question answering models. arXiv preprint arXiv:1606.07356.

Shortcuts/right for wrong reasons
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More Human-Centered Evaluation

Ribeiro, Marco Tulio, et al. "Beyond accuracy: Behavioral testing of NLP models with CheckList." ACL 2020.

“Capability testing”, quantify human expectations and requirements on models
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More Human-Centered Evaluation

Standard evaluations cannot capture model shortcuts.


Instead, human-centered evaluation should design fine-grained 
metrics and analysis strategies that account for user-specific 
interaction objectives, cognitive loads, etc.
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Human-Centered Deployment

Some parts of a task is 
inherently hard. For 
example, nouns in some 
language is gender-specific 
but not in others, and 
translator won’t be able to 
“add” this information, so 
the disambiguation needs 
to be handled by the 
interface.
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Human-Centered Deployment

Similar models also need to have very different interaction wrappers in different use cases.

Green, Spence, et al. "Predictive translation memory: A mixed-initiative system for human language translation." UIST 2014.
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Human-Centered Deployment

Who is going to use the system?

Who is going to design the system? 

How would users use the system?

What interface can best facilitate such interaction?


Handling exceptions & designing interactions for the right user 
group goes beyond modeling, and is essential for deployment.
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Why should we care about human-centered NLP

Improve user experiences


Build effective, accountable and responsible systems


Benefit the society as a whole
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What if our NLP systems are not human-centered?

• Biased results


• Inaccurate interpretation 


• Lack of culture awareness


• Lack of personalization 


• Security risks


• …
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AI that’s not human-centered can be harmful
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AI that’s not human-centered can be harmful
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Modern AI Systems are learning from human preferences

https://openai.com/blog/chatgpt
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How to Make NLP More Human-Centered?

NLP people know the standard method of data preparation, 
training, evaluation, and deployment.


HCI people know ways to mimic natural use scenario, collect human 
feedback, design interactions…


Both are needed for Human-Centered NLP.
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What do you want to learn from CS329X?
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Course Goals

The primary goal of the course is offer an overview of HCI+NLP, and to help 
students get access to, and understand, both HCI and NLP research papers and 
methods. More specifically, we will:


Introduce basic concepts of NLP and HCI


Introduce a variety of emerging topics related to human-centered NLP


This course is co-designed with Prof. Sherry Wu at CMU.

Work together to think about and define what is human-centered NLP
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Course Topics

1. The ultimate crash: NLP tasks and applications

2. Human-centered design principles

3. Human in the loop

4. Learning from human feedback

5. Human-centered evaluation

6. Data collection and curation

7. Beyond benchmarking

8. Interpretability and explanation 

9. Privacy, security and safety 

10. Trust in AI

11. Human-AI collaboration 

12. NLP for social impact

NLP basics

Model 

Design

Data and 
Evaluation

Safety/Trust

Impact
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Guest Lectures on Emerging Topics

Sherry Wu 
(CMU)


Interactive NLP 
and Visualization


Rishi Bommasani 
(Stanford)


Ethics and Social 
Responsibility

Joon Sung Park 
(Stanford)


Simulation via 
Foundation Models


Irene Solaiman 
(Huggingface)

AI Governance
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What does CS 329X provide? 

Provides an overview of HCI + NLP

Provides various aspects of what a usable NLP system looks like

Does not provide an in-depth intro to deep learning for NLP (see CS224N)
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Prerequisites 

CS 224N or CS224U, or equivalent.


You are expected to…


Be proficient in Python (for completing project)


Know basic NLP concept — To the extent that you understand 
concepts like train/dev/test set, model fitting, feature, supervised 
learning, etc. (We will not cover these in this course!)
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Major Course Work
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30% Homework Assignments

15% One assignment

15% One scribe


65% Final Project

5% In-Class project presentation

10% Literature review

20% Experiment protocol

5% Final poster presentation

25% Project report


5% Participation (discussion in class or via Ed Discussion)



Scribe

Please sign up for one slot for this course (one week to complete your scribe). 


Scribe template will be released by TA soon. 


3 pages (excluding references) for a one-person team

5 pages if two people team together


Expectation: a coherent summary of lecture content, with in-depth coverage of 
technical details and discussions. 
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Assignment 

Will be released on Apr 12th, due on May 1st

2~3 problem sets related to course content
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Course Project
10% Literature review

20% Experiment protocol

5% Final poster presentation

25% Project report


Project Scope (there will be a separate lecture on this):


One key element to justify: what is the human-centered aspect in your project?

Case studies of human factors in existing NLP/AI systems

New mythologies tailored to a human-centered problem

Position papers or a critic (talk to us first)

Applying a computational text-based method to real-world problem for social good
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In-Person Expectation
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This is an in-person class by default, but if you cannot come, there’s a zoom option on 
Canvas. This link will not be on the webpage to avoid zoom boom :)




Computing Credits

We provide two types of credits (stay tuned for emails on how to access):


• Computing credit on Google Cloud 


• Credits for accessing foundation models
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Late Days

• Each student will have a total of 4 free late (calendar) days. Final project papers cannot 
be turned in late under any circumstances.


• Once these late days are exhausted, any work turned in late will be penalized 10% per 
late day.


• If a group's assignment is late n days, then each group member is charged n late days.


• Late days are never transferrable between students, even students in the same group.
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Breadth Requirement

Area C: Applications in AI, HCI

People and Society


For others, check with us!
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